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Research Background

• The reasoning ability of LLMs gradually increases with 

the increase of model parameters

• Existing LLMs have limited ability to extract effective 

information from long and scrambled texts, especially in 

multi-step reasoning questions

• One possible way is to let LLMs learn reliable code 

generation rules, and the generated code is used to 

perform the results of multi-step reasoning questions



Example of Multi-Step Reasoning

Facts:

The bald eagle is sleepy. 

The bald eagle is rough. 

The leopard is heavy. 

The bald eagle visits the rabbit. 

The leopard sees the dog. 

The rabbit is nice. 

The dog is nice. 

Rules:

If something is not round then it is heavy. 

If something is not strong then it is cute. 

If something is furry then it is lovely. 

If something is lovely and not big then it is small. 

If something is heavy and not round then it is awful. 

Query:

The bald eagle is awful.

Result: true

Bao, Q., Peng, A. Y., Hartill, T., Tan, N., Deng, Z., Witbrock, M., & Liu, J. (2022). Multi-Step Deductive Reasoning Over 

Natural Language: An Empirical Study on Out-of-Distribution Generalisation. arXiv preprint arXiv:2207.14000.

Close-world Assumption:

① The bald eagle is not round. (not mentioned in data)

② If something is not round then it is heavy. 

③ If something is heavy and not round then it is awful. 

From ① and ②, we know: ④ The bald eagle is heavy. 

From ④ and ③, we know: ⑤ The bald eagle is awful.

⑤ is actually the query, the answer is: True.



ChatLogic Overview



ChatGPT vs. ChatLogic(ChatGPT)



Result on 3 Datasets

PARARULE-Plus1 CONCEPTRULES V12 & V23

Test results of 2 modules

1 https://github.com/Strong-AI-Lab/PARARULE-Plus

2 https://bit.ly/3uVemXG

3 https://bit.ly/3PApIIB

SE = Semantic Correction

SYN = Syntax Correction
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